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Not a New Datapath!

Previous and next talks on new I/O techniques for OVS

This talk on extending Open vSwitch at runtime
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Motivations: A Recurring Subject
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Motivations: L4 Load Balancing

L4 load balancing

– Redirect to L4LB process is expensive!

Monitoring

– E.g., collect per-flow statistics without per-flow OpenFlow rules
– Per-flow OpenFlow rules cancel any megaflow cache benefit

Experimentation

– E.g., match on GTP v2 (GPRS Tunneling Protocol) TEID
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Motivations: P4 Programmable Actions

P4 comes with programmable actions

Needed for full P4 support in Open vSwitch

a c t i o n set_nhop ( b i t <48> nhop_dmac , b i t <32> nhop_ipv4 ,
b i t <9> po r t ) {

hdr . e t h e r n e t . dstAddr = nhop_dmac ;
hdr . i p v4 . dstAddr = nhop_ipv4 ;
s tandard_metadata . e g r e s s_ spec = po r t ;
hdr . i p v4 . t t l = hdr . i p v4 . t t l − 1 ;

}

Listing 1: Example P4 action
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Summary

1. Motivations

2. Design Overview

3. Problem: Non Determinism of Actions

4. Solutions

4.1 SoftFlow: Use Developer’s Input

4.2 Oko: Prohibit Writes

4.3 Oko v2: Use Verifier’s Input

5. Conclusion
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Design Overview

Source Destination Actions
∗ 10.0.0.1 action:α

∗ 10.0.0.2
action:β,
output:2

Table: Simplified OpenFlow table with programmable actions.

Programmable actions can:

Write to packets at arbitrary offsets

Access persistent data structures
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Problem: Non Determinism of Actions

Source Actions

10.0.0.1
set_source:10.0.0.2,

goto_table:2

(a) Table 1

Source Actions
10.0.0.2 output:1

∗ output:2
(b) Table 2

Source Actions

10.0.0.1
set_source:10.0.0.2,

output:1

(c) Megaflow cache

Tables: Simplified OpenFlow pipeline with set field action.
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SoftFlow: Use Developer’s Input
Programmable action sets sf_coalesce variable to indicate whether
new lookup is required

Source Actions

10.0.0.1
action:α,

goto_table:2

(a) Table 1

Source Actions
10.0.0.2 output:1

∗ output:2
(b) Table 2

Source Actions

10.0.0.1
action:α,

if sf_coalesce then output:2 else recirculate

(c) Megaflow cache

Tables: Simplified SoftFlow pipeline.
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Oko: Quick Word on BPF

BPF: bytecode used in the Linux kernel

Provides software fault and memory isolation

Comes with static analyser known as the verifier

– Checks control flow graph of BPF programs is cycle free

– Walks all paths through the control flow graph

– Infers basic types for registers (ex. PACKET_PTR, SCALAR)

– Checks bounds for all memory accesses

– Checks validity of other instructions, etc.
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Why BPF?

Other isolation mechanisms possible: WebAssembly, XFI, Rust+LLVM,
NaCl, etc.

Already used in Linux kernel for similar applications

Supported by LLVM/Clang

Minimal instruction set and capabilities

Low runtime overhead thanks to static analysis
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Oko: Prohibit Writes

BPF verifier prevents packet writes

BPF programs act as match fields

Return 1 to match packet, 0 otherwise

Source Destination BPF Program Actions
∗ 10.0.0.1 α output:1
∗ 10.0.0.1 - output:2
∗ ∗ - drop
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Oko: Prohibit Writes

Unnecessary restrictive:

Writing to packets is a fairly common need...

Even basic dispatch (ex. LB) is cumbersome:

Source Destination BPF Program Actions
∗ 10.0.0.1 α1 output:1
∗ 10.0.0.1 α2 output:2
∗ 10.0.0.1 α3 output:3

...
∗ ∗ - drop
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Oko v2: Use Verifier’s Input

BPF verifier knows when a program writes to packets

Thus, recirculate packets for these programs only

But a program with packet writes may not always need new lookup
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Oko v2: Use Verifier’s Input

BPF verifier rewrites packet write instructions

– Compare written bits with bits used for megaflow match

– If bits in common, recirculate packet

Additional overhead for packet writes

Need to track bits used for megaflow match
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Don’t you already know which bits are used for
megaflow match?

Destination Actions

10.0.0.1
action:α,

goto_table:2

(a) Table 1

Destination Actions
∗:80 output:1
∗:53 output:2

(b) Table 2

Destination Actions

10.0.0.1:80
action:α,
output:1

(c) Megaflow cache

Tables: Simplified OpenFlow pipeline with programmable action.
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Summing up

Problem: Programmable actions require additional slow path lookups

Several solutions explored:

– Developer tells Open vSwitch if new lookup is necessary

– No packet writes => no need for new lookup

– Verifier checks at load time if new lookup necessary

– Verifier rewrites packet write instructions to keep track of need for new
lookup
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Conclusion

Open questions:

– What control plane protocol to manage programs?

– Use Linux’s BPF VM or userspace BPF VM?

– Programs take struct dp_packet or struct flow as argument?

RFC patchset on mailing list
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Thank you for listening!



Overhead?
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Figure: Packet classification performance evaluation
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Overhead?
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End-to-End Evaluation
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DPDK

NIC

vhost-user

Sw
itch

m
em

ory
space

V
M

m
em

ory
space VM

Process
Oko

Figure: The three evaluation setups for the end-to-end performance comparison.
Packet copies are only necessary when crossing memory space boundaries.
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End-to-End Evaluation

Stateful firewall TCP analysisAnti-DDoS
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Figure: Throughput for different packet processing setups
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How to match new protocol with actions?

Programs return 1 to execute next action, 0 otherwise

Control flow goes to table 2 if program gtpv2 matches GTPv2 id

Programs may also decapsulate packets and recirculate them

Source Destination Actions

∗ 10.0.0.1
action:gtpv2,
goto_table:2

∗ ∗ drop

Table: Simplified OpenFlow table with programmable actions.
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What control plane protocol?

What control plane protocol to load programs and read/write persistent
data structures?

OpenFlow with new message types in our prototype

Same protocol as for P4?
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What if we drop the Linux kernel datapath?

Next talk on using AF_XDP to receive packets in userspace

If AF_XDP proves successful, kernel module may not be needed
anymore

Current prototype extends userspace datapath

BPF VM implementation in userspace

– Easier to maintain if part of Open vSwitch

– Easier to trust, smaller than Linux’s BPF VM
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Why not use Open vSwitch’s vendor extensions?

Open vSwitch has extensibility mechanism as “vendor extensions”

Need to recompile Open vSwitch

Error prone, not verified like BPF programs
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How do you prevent loops when recirculating?

Source Stage Actions

10.0.0.1 0 action:α,
goto_table:2

10.0.0.1 1 goto_table:2
(a) Table 1

Source Stage Actions
10.0.0.2 ∗ output:1

∗ ∗ output:2
(b) Table 2

Source Stage Actions

10.0.0.1 0 action:α,
recirculate

10.0.0.1 1 output:2
10.0.0.2 1 output:1

(c) Megaflow cache

Tables: Simplified SoftFlow pipeline.

29/19 Open vSwitch Fall Conference 2018, December 5, 2018


