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Acknowledgements and Disclaimers
I am presenting the work of many many people… Special thanks to: 
Andrew T, Franck B, Eelco C, Marcelo L, Paolo A, Flavio L, Kevin T

Performance numbers shown in this presentation are based on test results from running 
a specific series of tests in our labs. 

Test results vary from one setup to another and based on different use cases. 
Any test results mentioned are for example-only scenarios and are not conclusive nor a 
recommendation of one vendor’s solution over another.  
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AGENDA
Why offload ?

Does it look promising?

What is left to do? 

Backup / more info

Please view  Franck’s presentation from 
Thursday 11:30am:

 OVS-DPDK for NFV: go live feedback!

Please view Aaron Conole’s presentation 
from Thursday 3:30pm:

Conntrack + OvS

https://ovs17.sched.com/event/CnM3/ovs-dpdk-for-nfv-go-live-feedback#
https://ovs17.sched.com/event/CnME/conntrack-ovs#
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Why not just SW? 
Simply way too many cores needed

●
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VNFc dataplane == stack

ACTIVE LOOP

while (1) {
RX-packet()

forward-packet()
}
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7.66 16.19 3.83 8.45 7.81 3.90 8.66 7.45 6.52 3.72 3.26 2.34 1.17 2.59

2.39 19.99 1.19 9.99 2.39 1.19 9.99 2.39 19.99 1.19 9.99 2.38 1.19 9.96
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Very near future (some HW, some SW)
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NETRONOME MELLANOX

BROADCOM

Many HW vendors have OVS Offload solutions

CHELSIO

CAVIUM

Others
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Offloading method
Netronome TC (kernel)

Mellanox TC (kernel)

Broadcom TC (kernel)

Chelsio TC (kernel)

Cavium OVS runs in the NIC firmware, 
offloading is transparent from CPU PoV

Accepted in upstream netdev
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Example 
PVP test

SR-IOV

OVS

VM

Packet gen
(Xena / TRex)

TC layer 

Kernel Driver

Virtual Function

Flow programming /
Slow path traffichttps://github.com/chaudron/ovs_perf

https://developers.redhat.com/blog/2017/0
9/28/automated-open-vswitch-pvp-testing/

https://github.com/chaudron/ovs_perf
https://developers.redhat.com/blog/2017/09/28/automated-open-vswitch-pvp-testing/
https://developers.redhat.com/blog/2017/09/28/automated-open-vswitch-pvp-testing/
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NETRONOME 
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Mellanox
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NETRONOME 

Purple is 
sw only
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Mellanox
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What is WIP / To-do List 
Rome wasn't built in a day… 
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THANK YOU

plus.google.com/+RedHat

linkedin.com/company/red-hat

youtube.com/user/RedHatVideos

facebook.com/redhatinc

twitter.com/RedHatNews

For further questions / comments:
rkhan@redhat.com 

We Are Hiring !!!! 

mailto:rkhan@redhat.com


More information
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SW used for testing

Netronome: 
Linux upstream kernel, v4.13 for PVP test results. Linux V4.14rc4 for TC insertion rates. 
OVS master branch from October 26th (7b997d4). DPDK/testpmd on VM v16.07

Mellanox: 
Linux upstream kernel, net-next commit e1ea2f9856b7. 
OVS master branch commit b05af21631ce, DPDK 17.11-rc2 (all git tips from Oct 30th).

OVS-DPDK: 
RHEL7.4 latest kernel, OVS master branch from September 26th (97ee6d4), DPDK v17.05.2, 
DPDK/testpmd on VM v16.07


