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NAME
ovn-sb — OVN_Southbound database schema

This database holds logical andypital configuration and state for the Open Virtual Network (OVN) sys-
tem to support virtual network abstraction. For an introduction to OVN, pleasersezrchitecture(7).

The O/N Southbound database sits at the center of the OVN architecture. It is the one component that
speaks both southbound directly to all thgpdrvisors and &ewvays, via ovn—controller/ovn—con-
troller-vtep , and northbound to the Cloud Management Systempwianorthd:

Database Structure
The OVN Southbound database contains classes of data with different properties, as described in the sec-
tions belav.

Physical network

Physical netvork tables contain information about the chassis nodes in the system. This contains all the
information necessary to wire theeday, such as IP addresses, supported tunnel types, and seeysty k

The amount of physical network data is small (O(n) in the number of chassis) and it changes infrequently
so it can be replicated toery chassis.

The ChassisandEncap tables are the physical network tables.
Logical Network

Logical network tables contain the topology of logical switches and routers, ACLwjdlireules, and
evaything needed to describeva@ackets traerse a logical netark, represented as logical datapatiwfio
(see Logical Datapath Flows, below).

Logical network data may be large (O(n) in the number of logical po@k,réles, etc.). Thus, to impve
scaling, each chassis should reeainly data related to logical networks in which that chassis participates.

The logical netwrk data is ultimately controlled by the cloud management system (CMS) running north-
bound of OVN. That CMS determines the entirdNDlogical configuration and therefore the logical net-
work data at ay given time is a deterministic function of the CMSbnfiguration, although that happens
indirectly via theOVN_Northbound database anovn—northd.

Logical netvork data is likely to change more quickly than physical network data. This is especially true in
a oontainer emironment where containers are created and destroyed (and therefore added to and deleted
from logical switches) quickly.

The Logical_Flow, Multicast_Group, Address_Group, DHCP_Options, DHCPv6_Options and DNS
tables contain logical network data.

Logical-physical bindings

These tables link logical and physical componentsy Bhew the current placement of logical components
(such as VMs and VIFs) onto chassis, and map logical entities t@lies\that represent them in tunnel
encapsulations.

These tables change frequendy least gery time a VM pavers up or down or migrates, and especially
quickly in a container environment. The amount of data per VM (or VIF) is small.

Each chassis is authoritai ebout the VMs and VIFs that it hosts atyagiven time and can &tiently
flood that state to a central location, so the consigteseds are minimal.

ThePort_Binding andDatapath_Binding tables contain binding data.
MAC bindings

The MAC_Binding table tracks the bindings from IP addresses to Ethernet addresses that are dynamically
discovered using ARP (for IPv4) and neighbor digery (for IPv6). Usually IP-to-MAC bindings for vir

tual machines are statically populated into Blogt_Binding table, sOMAC_Binding is primarily used to
discover bindings on physical networks.
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Common Columns
Some tables contain a special column namedrnal_ids This column has the same form and purpose
each place that it appears, so we describe it hereecgszce later.

external_ids map of string-string pairs
Key-value pairs for use by the software that manages ¥d Southbound database
rather than byvn-controller/ovn—controller-vtep. In particular,ovn—northd can use
key-value pairs in this column to relate entities in the southbound database teléigher
entities (such as entities in the OVN Northbound database). Individyatkue pairs in
this column may be documented in some cases to aid in understanding and troubleshoot-
ing, but the reader should not mistedach documentation as compreh&asi

TABLE SUMMARY
The following list summarizes the purpose of each of the tables i@\ Southbounddatabase. Each
table is described in more detail on a later page.

Table Purpose

SB_Global Southbound configuration

Chassis Physical Network Hypervisor and Gaiay Information
Encap Encapsulation Types

Address_Set  Address Sets
Logical_Flow Logical Network Flows
Multicast_Group

Logical Port Multicast Groups
Datapath_Binding

Physical-Logical Datapath Bindings
Port_Binding  Physical-Logical Port Bindings
MAC_Binding IP to MAC bindings
DHCP_Options

DHCP Options supported by naiO/N DHCP
DHCPv6_Options

DHCPv6 Options supported by natiO/N DHCPv6

Connection OVSDB client connections.
SSL SSL configuration.
DNS Native DNS resolution

RBAC_Role RBAC_Role configuration.
RBAC_Permission

RBAC_Permission configuration.
Gateway_Chassis

Gatevay_Chassis configuration.
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TABLE RELATIONSHIPS

The following diagram shows the relationship among tables in the database. Each node represents a table.
Tables that are part of the “root sedre shown with double borders. Each edge leads from the table that
contains it and points to the table that its value represents. Edges are labeled with their column names, fol-
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SB_Global TABLE
Southbound configuration for an OVN system. This table must &actly one rov.

Summary:
Status:
nb_cfg integer
Common Columns:
external_ids map of string-string pairs
Connection Options:
connections set ofConnectiors
ssl optional SSL
Details:
Status:

This column allev a dient to track the werall configuration state of the system.
nb_cfg: integer
Sequence number for the configuration. When a CM&motnbctl updates the northbound data-

base, it increments thd_cfg column in theNB_Global table in the northbound database. In turn,

whenovn—northd updates the southbound database to bring it up to date with these changes, it
updates this column to the same value.

Common Columns:
external_ids map of string-string pairs
SeeExternal IDs at the beginning of this document.
Connection Options:

connections set of Connectiors

Database clients to which the Open vSwitch databaserssmeuld connect or on which it should

listen, along with options for mothese connections should be configured. Se€tmmectionta-
ble for more information.

sst optional SSL
Global SSL configuration.
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Chassis TABLE
Each rav in this table represents a hypervisor ateyay (a dhassis) in the physical network. Each chassis,
via ovn—controller/ovn—controller-vtep, adds and updates its ownwoand keeps a cgpof the remaining
rows to determine Woto reach other hypervisors.

When a chassis shuts down gracefltlghould remee its own rav. (This is not critical because resources
hosted on the chassis are equally unreachab#ediess of whether the wois present.) If a chassis shuts
down permanently without removing itswp some kind of manual or automatic cleanup vergually
needed; we can devise a process for that as necessary.

Summary:
name string (must be unique within table)
hostname string
nb_cfg integer
external_ids : ovn-bridge-mappings optional string
external_ids : datapath-type optional string
external_ids : iface-types optional string
Common Columns:
external_ids map of string-string pairs
Encapsulation Configuration:
encaps set of 1 or mor&ncaps
Gateway Configuration:
vtep_logical_switches set of strings
Details:

name string (must be unique within table)
OVN does not prescribe a particular format for chassis namascantroller populates this col-
umn usingexternal_ids:system-idin the Open_vSwitch databas®pen_vSwitch table. wn-
controllervtep populates this column withame in the hardware vtep databasd?hysi-
cal_Switchtable.

hostname string
The hostname of the chassis, if applicable. ovn-controller will populate this column with the host-
name of the host it is running on. ovn-controller-vtep willéetais column empty.

nb_cfg: integer
Sequence number for the configuration. Whem-controller updates the configuration of a chas-
sis from the contents of the southbound database, it capiedg from theSB_Globaltable into
this column.

external_ids : ovn-bridge-mappings optional string
ovn—controller populates this &y with the set of bridge mappings it has been configured to use.
Other applications should treat thisykss read-only Seeovn—controller (8) for more information.

external_ids : datapath-type optional string
ovn—controller populates thiséy with the datapath type configured in thetapath_type column
of the Open_vSwitch databasdridge table. Other applications should treat they lkes read-
only. Seeovn—controller(8) for more information.

external_ids : iface-typesoptional string
ovn—controller populates this &y with the interce types configured in tliace_typescolumn
of the Open_vSwitch databas®©pen_vSwitchtable. Other applications should treat they les
read-only Seeovn—controller(8) for more information.

Common Columns:

The overall purpose of these columns is described u@enmon Columnsat the beginning of this docu-
ment.
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external_ids map of string-string pairs
Encapsulation Configuration:
OVN uses encapsulation to transmit logical dataplane packets between chassis.

encaps set of 1 or mor&encaps
Points to supported encapsulation configurations to transmit logical dataplane packets to this chas-
sis. Each entry is Bncap record that describes the configuration.

Gateway Configuration:

A gatewayis a chassis that forwards traffic between the OVN-managed part of a logicatknatvd a
physical VLAN, extending a tunnel-based logical network into a physicalatkivGatevays are typically
dedicated nodes that do not host VMs and will be controlleaiiyycontroller—vtep.

vtep_logical_switchesset of strings
Stores all VTEP logical switch names connected by thievgy chassis. Théort_Binding table
entry withoptions:vtep—physical-switchequalChassis nameand options:vtep—logical-switch
value in Chassis vtep_logical_switchesvill be associated with thiShassis
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Encap TABLE
Theencapscolumn in theChassistable refers to rows in this table to identifywh@VN may transmit logi-
cal dataplane paeks to this chassis. Each chassis,oua—controller(8) or ovn—controller—vtep(8), adds
and updates its own rows and keeps & adpphe remaining rows to determinevinto reach other chassis.

Summary:
type string, one ofjeneve, stt, or vxlan
options map of string-string pairs
ip string
chassis_name string
Details:

type: string, one ofgeneve, stt, or vxlan
The encapsulation to use to transmit packets to this chassis. Hypervisors must ugeresther
stt. Gatewvays may usexlan, geneve, or stt.

options: map of string-string pairs
Options for configuring the encapsulation. Currentiye only option that has been defined is
csum

csumindicates that encapsulation checksums can be transmitted aneded#i reasonable per
formance. It is a hint to senders transmitting data to this chassis thahthikd use checksums to
protect OVN metadataovn—controller populates this &y with the value defined irexter-
nal_ids:ovn-encap-csumcolumn of the Open_vSwitch databas&pen_vSwitch table. Other
applications should treat thigk & read-only Seeovn—controller(8) for more information.

In terms of performance, this actually significantly increases throughput in most common cases
when running on Linux based hosts without NICs supporting encapsulation hardVleae of
(around 60% for bulk traffic). The reason is that generally all NICs are capable of offloading trans-
mitted and receed TCP/UDP checksums (viewed as ordinary data packets and not as tunnels).
The benefit comes on the raceBde where the alidated outer checksum can be used to addition-
ally validate an inner checksum (such as TCP), which in turwsléggrgation of packets to be

more efficiently handled by the rest of the stack.

Not all devices see such a benefit. The most notalslepéon is hardware VTEPs. Theseides

are designed to nouffer entire packets in their switching engines and are therefore unabliie to ef
ciently compute or validate full packet checksums. In addition cergagions of the Linux érnel

are not able to fully takadvantage of encapsulation NIC offloads in the presence of checksums.
(This is actually a pretty namocorner case though - earlieergions of Linux don’ support
encapsulation offloads at all and later versions support both offloads and checksums well.)

csumdefaults tofalsefor hardware VTEPs angue for all other cases.
ip: string
The IPv4 address of the encapsulation tunnel endpoint.

chassis_namestring
The name of the chassis that created this encap.
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Address_Set TABLE
See the documentation for tAddress_Setable in theOVN_Northbound database for details.

Summary:
name string (must be unique within table)
addresses set of strings

Details:

name string (must be unique within table)

addressesset of strings
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Logical_Flow TABLE
Each rav in this table represents one logicalMilmvn—northd populates this table with logical flows that
implement the L2 and L3 topologies specified in @éN_Northbound database. Eachypervisor via
ovn—controller, translates the logical flows into Openklfiows Fecific to its lypervisor and installs them
into Open vSwitch.

Logical flows are expressed in aVi-specific format, described here. A logical datapattv flto much

like an penFlav flow, except that the flows are written in terms of logical ports and logical datapaths
instead of physical ports and physical datapaths. Translation between logical and physscheliis to
ensure isolation between logical datapaths. (The logical dbstraction also allows the OVN centralized
components to do less work, sinceyti® mot have © separately compute and push out physical flows to
each chassis.)

The default action when no flomatches is to drop packets.
Architectural Logical Life Cycle of a Packet

This following description focuses on the life cycle of a packet through a logical datapath, igngsing ph
cal details of the implementation. Please referAtehitectural Physical Life Cycle of a Rcket in
ovn—architecture(7) for the physical information.

The description here is written as if OVN itseleeutes these steps, but in fact OVN (thatoi—con-
troller ) programs Open vSwitch, via Openand OVSDB, to gecute them on its behalf.

At a high level, OVN passes each packet through the logical dataplathical ingress pipeline, which may

output the paakt to one or more logical port or logical multicast groups. For each such logical output port,
OVN passes the packet through the datapdtigical egress pipeline, which may either drop the ok

deliver it to the destination. Between thedwpipelines, outputs to logical multicast groups axpaaded

into logical ports, so that the egress pipeline only processes a single logical output port at a time. Between
the two pipelines is also where, when necess@yN encapsulates a paskin a tunnel (or tunnels) to
transmit to remote hypervisors.

In more detail, to start, OVN searches togjical_Flow table for a rav with correctlogical_datapath, a
pipeline of ingress atable_id of 0, and amatch that is true for the paek If none is found, OVN drops
the packet. If OVN finds more than one, it chooses the match with the hagloegy . Then OVN &e-
cutes each of the actions specified in the's@ctions column, in the order specified. Some actions, such
as those to modify packet headers, require no further detailpekhandoutput actions are special.

The next action causes the ampocess to be repeated recuesi, except that OVN searches ftable_id

of 1 instead of 0. Similar)yany next action in a rav found in that table would cause a further search for a
table_id of 2, and so on. When recursirocessing completes, flocontrol returns to the action follang
next.

The output action also introduces recursion. Its effect depends on the cualemt of theoutport field.
Supposeoutport designates a logical port. First, OVN compairgsort to outport; if they are equal, it
treats theoutput as a no-op by default. In the common case, wheseateedifferent, the packet enters the
egess pipeline. This transition to thgress pipeline discards register data, reg0 ... reg9 and connection
tracking state, to achie wiform behavior rgardless of whether the egress pipeline is on a differgmer
visor (because registers argpresene across tunnel encapsulation).

To execute the egress pipeline8 again searches tHepgical_Flow table for a rav with correctlogi-
cal_datapath, atable_id of 0, amatch that is true for the packet, butwdooking for apipeline of egress

If no matching rw is found, the output becomes a no-op. Otherwise, Ox&wtes the actions for the
matching flav (which is chosen from multiple, if necessaay dready described).

In the egresspipeline, thenext action acts as already described, except that it, of course, searches for
egressflows. Theoutput action, havever, now drectly outputs the packet to the output port (which i& no
fixed, becauseutport is read-only within the egress pipeline).

The description earlier assumed tloatport referred to a logical port. If it instead designates a logical
multicast group, then the description abdaill applies, with the addition of fan-out from the logical multi-
cast group to each logical port in the groupr Each member of the group, OVMeeutes the logical
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pipeline as described, with the logical output port replaced by the group member.
Pipeline Stages

ovn—northd populates th&ogical_Flow table with the logical flows described in detaibin—northd (8).

Summary:
logical_datapath Datapath_Binding
pipeline string, eitheregressor ingress
table_id integer in range 0 to 23
priority integer in range 0 to 65,535
match string
actions string
external_ids : stage-name optional string
external_ids : stage-hint optional string, containing an uuid
external_ids : source optional string
Common Columns:
external_ids map of string-string pairs
Details:

logical_datapath Datapath_Binding
The logical datapath to which the logicaMilbelongs.

pipeline: string, eitheregressor ingress
The primary flows used for deciding on a pattk destination are thengressflows. Theegress
flows implement ACLs. Seleogical Life Cycle of a Packet above, for details.

table_id: integerin range 0 to 23
The stage in the logical pipeline, analogous to an Opentalole number.
priority : integerin range 0 to 65,535
The flonv's priority. Hows with numerically higher priority takprecedenceer those with lover.

If two logical datapath flows with the same priority both match, then the one actually applied to
the packet is undefined.

match: string
A matching expression. OVN provides a superset of OpaniFlatching capabilities, using a syn-
tax similar to Boolean expressions in a programming language.

The most important components of match expressioca@arparisondetweensymbolsand con-
stants eg. ip4.dst == 192.168.0.lip.proto == G arp.op == 1, eth.type == 0x800 The logical
AND operator&& and logical OR operatdfcan combine comparisons into a larger expression.

Matching epressions also support parentheses for grouping, the logichlgtix operator!,
and literalsO and 1 to express‘false” or ‘‘true,” r espectiely. The latter is useful by itself as a
catch-all expression that matchesrg packet.

Match expressions also support a kind of function syntax. The following functions are supported:

is_chassis_residenigort)
Evaluates to true on a chassis on which logical lport (a quoted string) resides, and to
false elsewhere. This function was introduced in OVN 2.7.

Symbols
Type. Symbols haeinteger or string type. Integer symbols kia awidthin bits.
Kinds. There are three kinds of symbols:

. Fields A field symbol represents a patkeader or metadata field. For example, a field
namedvian.tci might represent the VLAN TCI field in a packet.

A field symbol can hee integer or string type. Inger fields can be nominal or ordinal
(seelLevel of M easurement below).
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. Subfields A subfield represents a subset of bits from a larger field. For example, a field
vlan.vid might be defined as an alias fdan.tci[0..11]. Subfields are provided for syn-
tactic cowenience, because it isvedys possible to instead refer to a subset of bits from a

field directly.
Only ordinal fields (sekevel of M easurement below) may hae aubfields. Subfields are
always ordinal.

. Predicates A predicate is shorthand for a Boolean expression. Predicates may be used

much like 1-bit fields. For example,ip4 might expand teeth.type == 0x800 Predicates
are provided for syntactic ceenience, because it isvedys possible to instead specify
the underlying expression directly.

A predicate whose expansion refers ty aominal field or predicate (séevel of M ea-
surement, below) is nominal; other predicatesveaBoolean leel of measurement.

Level of M easurement See http://en.wikipedia.gfwiki/Level_of measurement for the statistical
concept on which this classification is based. There are tivag: le

. Ordinal. In gatistics, ordinal values can be ordered on a scalél nsiders a field (or
subfield) to be ordinal if its bits can be examinedviidlially. This is true for the Open-
Flow fields that OpenFle or Open vSwitch makes “maskable.

Any use of a nominal field may specify a single bit or a range of bitsylargtci[13..15]
refers to the PCP field within the VLAN TCI, arnth.dst[40]refers to the multicast bit in
the Ethernet destination address.

OVN supports all the usual arithmetic relations=( !=, <, <=, >, and >=) on adinal
fields and their subfields, becaus&NDcan implement these in Openitand Open
vSwitch as collections of bitwise tests.

. Nominal In datistics, nominal values cannot be usefully compared except for equality
This is true of OpenFle port numbers, Ethernet types, and IP protocols are examples: all
of these are just identifiers assigned arbitrarily with no deeper meaning. In Gpenélo
Open vSwitch, bits in these fields generally arexdividually addressable.

OVN only supports arithmetic tests for equality on nominal fields, because OpenFlo
and Open vSwitch provide no way for avilto ficiently implement other comparisons
on them. (A test for inequality can be sort aflbout of two flows with different priori-
ties, but OVN matching expressionsvays generate flows with a single priority.)

String fields are alays nominal.

. Boolean A nominal field that has only wvvalues, 0 and 1, is somewhatceptional,

since it is easy to support both equality and inequality tests on such a field: either one can

be implemented as a test for 0 or 1.
Only predicates (see al®) havea Boolean lgel of measurement.
This isnt a gandard lgel of measurement.

Prerequisites Any symbol can hae perequisites, which are additional condition implied by the
use of the symbol.d¥ example, Forxample,icmp4.type symbol might hae pgrerequisiteécmp4,
which would cause anxpressionicmp4.type == 0to be interpreted aemp4.type == 0 &&
icmp4, which would in turn expand fiemp4.type == 0 && eth.type == 0x800 && ip4.proto ==

1 (assumingcmp4 is a predicate defined as suggested umgpesabore).

Relational operators

All of the standard relational operaters, !=, <, <=, >, and >= are supported. Nominal fields sup-
port only==and!=, and only in a positie £nse when outdrare taken into account, e.gven
string fieldinport, inport == "ethQ" and!(inport != "eth0") are acceptable, but notport !=
"ethQ" .
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The implementation of= (or != when it is ngaed), is more efficient than that of the other rela-
tional operators.

Constants

Integer constants may be expressed in decimal, hexadecimal prefixéd by as tted-quad

IPv4 addresses, IPv6 addresses in their standard forms, or Ethernet addresses as colon-separated
hex digits. A constant in anof these forms may be followed by a slash and a second constant (the
mask) in the same form, to form a masked constant. IPv4 and IPv6 masks megnlesdgite-

gers, to express CIDR prefixes.

String constants wa the same syntax as quoted strings in JSON (thugathdJnicode strings).

Some operators support sets of constants written inside curly racksCommas between ele-
ments of a set, and after the last elements, are optioithl=%/ “field == { constant] constant2
... }" i s g/ntactic sugar for field == constant]|| field == constant?]| .... Similarly *“field != { con-
stantl constant?...}" i s equivalent to “field = constant1&& field!= constant2&& ...

You may refer to a set of IPv4, IPv6, or MlAaddresses stored in theddress_Settable by its
name An Address_Setwith a name ofetlcan be referred to &setl

Miscellaneous

Comparisons may name the symbol or the constant firstcp.grc == 80 and80 == tcp.sc are
both acceptable.

Tests for a range may be expressed using a syn@g0R4 <= tcp.sc <= 49151 which is equi-
alent t01024 <= tcp.st && t cp.src <= 49151

For a one-bit field or predicate, a mention of its name is \emt to symobl== 1, eg.
vlan.present is equvalent to vlan.present == 1 The same is true for one-bit subfields, e.g.
vlan.tci[12]. There is no technical limitation to implementing the same for ordinal fields of all
widths, but the implementation igensve enough that the syntax parser requires writing an
explicit comparison against zero to neakistalkes less likly, eg. intcp.src != 0 the comparison
against 0 is required.

Operator precedencas as shown belg, from highest to lowest. There areotexceptions where
parentheses are requirecke though the table would suggest thatythee not:&& and|| require
parentheses when used togetlaad ! requires parentheses when applied to a relatioaks-
sion. Thus, ineth.type == 0x800 || eth.type == 0x86dd) && ip.proto == @r !(arp.op == 1)
the parentheses are mandatory.

. 0

. == = < <= > >=

. && ||

Commentsmay be introduced b#, which extends to the next new-line. Comments within a line
may be bracketed by and*/. Multiline comments are not supported.

Symbols

Most of the symbols belo haveinteger type. Onlyinport and outport have gring type.inport
names a logical port. Thus, its value i®gical_port name from théort_Binding table.outport
may name a logical port, &gport, or a logical multicast group defined in tiMulticast_Group
table. For both symbols, only names within the flolegical datapath may be used.

The regX symbols are 32-bit integers. Th&regX symbols are 128-bit integers, whicheday
four of the 32-bit rgisters:xxreg0 overlays reg0 throughreg3, with reg0 supplying the most-sig-
nificant bits ofxxreg0 andreg3the least-signficankxregl similarly overlaysreg4throughreg7.

. regO...reg9
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. xxreg0 xxregl
. inport outport
. flags.loopback
. eth.src ¢h.dst eth.type
. vlan.tci vlan.vid vlan.pcp vlan.present
. ip.proto ip.dscp ip.ecn ip.ttl ip.frag
. ip4.src ip4.dst
. ip6.src ip6.dst ip6.label
. arp.op arp.spa arp.tpa arp.sha arp.tha
. tcp.src tep.dst tep.flags
. udp.src udp.dst
. sctp.src sctp.dst
. icmp4.type icmp4.code
. icmp6.type icmp6.code
. nd.target nd.sll nd.tll
. ct_mark ct_label
. ct_state which has seeral Boolean subfields. The_next action initializes the folla-
ing subfields:
. ct.trk: Always set to true byt next to indicate that connection tracking has
taken place. All othect subfields hee ct.trk as a prerequisite.
. ct.new. True for a nes flow
. ct.est True for an established flow
. ct.rel: True for a related flow
. ct.rpl: True for a reply flow
. ct.inv: True for a connection entry in a bad state

Thect_dnat, ct_snhat and ct_Ib actions initialize the following subfields:
. ct.dnat: True for a packet whose destination IP address has been changed.
. ct.snat True for a packet whose source IP address has been changed.

The following predicates are supported:

. eth.bcastexpands tceth.dst == ff:ff:ff:ff:ff.ff
. eth.mcastexpands tceth.dst[40]

. vlan.presentexpands tovlan.tci[12]

. ip4 expands teeth.type == 0x800

. ip4.mcastexpands tdp4.dst[28..31] == Oxe
. ip6 expands teeth.type == 0x86dd

. ip expands tdp4 || ip6

. icmp4 expands tdp4 && ip.proto ==

. icmp6 expands tdp6 && ip.proto == 58

. icmp expands tdcmp4 || icmp6
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. ip.is_frag expands tdp.frag[0]
. ip.later_frag expands tdp.frag[1]
. ip.first_frag expands tap.is_frag && lip.later_frag
. arp expands teeth.type == 0x806
. nd expands tacmp6.type == {135, 136} && icmp6.code == 0 && ip.ttl == 255
. nd_nsexpands tacmp6.type == 135 && icmp6.code == 0 && ip.ttl == 255
. nd_naexpands tacmp6.type == 136 && icmp6.code == 0 && ip.ttl == 255
. tcp expands tdp.proto ==
. udp expands tdp.proto == 17
. sctp expands tdp.proto == 132
string

Logical datapath actions, to beeeuted when the logical florepresented by thiswois the high-
est-priority match.

Actions share lexical syntax with tiheatch column. An empty set of actions (or one that contains

just white space or comments), or a set of actions that consists dfgpst causes the matched
paclets to be dropped. Otherwise, the column should contain a sequence of actions, each termi-
nated by a semicolon.

The following actions are defined:

output;
In the ingress pipeline, this actioreeutes theegresspipeline as a subroutine. duitport
names a logical port, thegmess pipeline xecutes once; if it is a multicast group, the
egess pipeline runs once for each logical port in the group.

In the @ress pipeline, this action performs the actual output touk@ort logical port.
(In the egress pipelineutport never names a multicast group.)

By default, output to the input port is implicitly dropped, thabigput becomes a no-op
if outport == inport. Occasionally it may be useful ta@ride this beheior, eg. to send
an ARP reply to an ARP request; to do so, flegs.loopback = 1to allow the packet to
"hair-pin" back to the input port.

next;

next(table);

next(pipeline=pipeling table=table);
Executes the gen logical datapatiablein pipelineas a subroutine. The d@efit tableis
just after the current one. fipelineis specified, it may bigressor egress the defult
pipelineis the one currentlyxecuting. Actions in the ingress pipeline may not negt
to jump into the egress pipeline (use thaput instead), but transitions in the opposite
direction are allowed.

field= constant
Sets data or metadata fididld to constant &lue constant e.g. outport = "vif0"; to set
the logical output port.d’'set only a subset of bits in a field, specify a subfieldiéd or
a maskedconstant e.g. one may uselan.pcp[2] = 1; or vlan.pcp = 4/4;to set the most
sigificant bit of the VLAN PCP.

Assigning to a field with prerequisites implicitly adds those prerequisitestch; thus,
for example, a flv that setdcp.dst applies only to TCP fles, regardless of whether its
match mentions ap TCP field.

Not all fields are modifiable (e.gth.type andip.proto are read-only), and not all modi-
fiable fields may be partially modified (eig.ttl must assigned as a whole). Tangport
field is modifiable in théngresspipeline but not in thegresspipeline.

Open vSwitch 2.8.90 DB Schema 1.15.0 14



ovn-sb(5)

OpevSwitch Manual ovn-sb(5)

field1=field2

Sets data or metadata fididid1to the value of data or metadata fiékld2, e.g.reg0 =
ip4.src; copiesip4.src into reg0. To modify only a subset of a fielsltits, specify a sub-
field for field1 or field2 or both, e.gvlan.pcp = reg0[0..2]; copies the least-significant
bits ofregOinto the VLAN PCP.

fieldlandfield2must be the same type, either both string or both integer fieldsy ldréne
both integer fields, tlyemust hae the same width.

If field1 or field2 has prerequisites, there added implicitly tamatch. It is possible to
write an assignment with contradictory prerequisites, sudp4asrc = ip6.src[0..31];
but the contradiction means that a logicamflaith such an assignment will v be
matched.

field1<-> field2

Similar to field1 = field2, except that the te values are xxhanged instead of copied.
Both field1andfield2must modifiable.

ip.ttl——;
Decrements the IPv4 or IPv6 TTL. If thisould male the TTL zero or ngsative, then
processing of the packet halts; no further actions are processqalof€rly handle such
cases, a higher-priority floshould match onp.ttl == {0, 1};.)
Prerequisite: ip

ct_next;
Apply connection tracking to the fig initializing ct_state for matching in later tables.
Automatically maes on to he next table, as if followed mext.
As a side effect, IP fragments will be reassembled for matching. If a fragmented packet is
output, then it will be sent with gnoverlapping fragments squashed. The connection
tracking state is scoped by the logical port when the action is used m fffla logical
switch, so werlapping addresses may be used.dlow traffic related to the matched
flow, execute ct_commit . Connection tracking state is scoped by the logical topology
when the action is used in avidor a router.
It is possible to hae ations follov ct_next, but they will not have acess to anof its
side-effects and is not generally useful.

ct_commit;

ct_commit(ct_mark=value[/mask];
ct_commit(ct_label=value[/mask];
ct_commit(ct_mark=value[/mask] ct_label=value[/mask];

ct_dnat;

Commit the flav to the connection tracking entry associated with it by a previous call to
ct_next When ct_mark=value[/mask] and/or ct_label=value[/mask] are supplied,
ct_mark and/orct_label will be set to the alues indicated byalue[/mask]on the con-
nection tracking entryct mark is a 32-bit field.ct_label is a 128-bit field. The
value[/mask]should be specified in ketring if more than 64bits are to be used.

Note that if you vant processing to continue in the next table, you muestiuée thenext

action afterct_commit. You may also lea aut next which will commit connection
tracking state, and then drop the packet. This could be useful for settmgrk on a
connection tracking entry before dropping a packet, for example.

ct_dnat(IP);

Open vSwitch 2.8.90

ct_dnat sends the paeit through the DNT zone in connection tracking table to unD-
NAT any packet that was DXTed in the opposite direction. The packet is then automati-
cally sent to to the me¢ tables as if followed byext; action. The next tables will see the
changes in the packet caused by the connection tracker.
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ct_dnat(IP) sends the packet through the mNzone to change the destination IP
address of the packet to the onevited inside the parentheses and commits the connec-
tion. The packt is then automatically sent to the next tables as if followedesy;
action. The next tables will see the changes in thegbachused by the connection
tracker.

ct_snat(P);

ct_snatsends the packet through the/AANzone to unSKT any packet that vas SMTed
in the opposite direction. The behavior ateyay routers differs from the betiar on a
distributed router:

. On a @tevay router if the packt needs to be sent to the next tables, then it
should be followed by mext; action. The next tables will not see the changes in
the packet caused by the connection tracker.

. On a distributed routeiif the connection tracker finds a connection thas w
SNATed in the opposite direction, then the destination IP address of thetpack
UNSNATed. The packt is automatically sent to the next tables as if followed by
thenext; action. The next tables will see the changes in thegbaelused by the
connection tracker.

ct_snat(P) sends the paekt through the SAT zone to change the source IP address of

the packet to the one provided inside the parenthesis and commits the connection. The
paclet is then automatically sent to thexnéables as if followed byext; action. The

next tables will see the changes in the packet caused by the connection tracker.

ct_clear;

Clears connection tracking state.

clone {action; ... };

Makes a cop of the packt being processed andeeutes eachaction on the cop.
Actions following thecloneaction, if ary, goply to the original, unmodified pagk This
can be used as a way teave and restoré’the packet around a set of actions that may
modify it and should not persist.

arp { action; ... };

Open vSwitch 2.8.90

Temporarily replaces the IPv4 pastkbeing processed by an ARP packet axetiges
each nestedctionon the ARP packet. Actions following tlaep action, if aty, goply to
the original, unmodified packet.

The ARP packet that this action operates on is initialized based on the IPv4 packet being
processed, as follows. These are default values that the nested actions will pr@wably w
to change:

. eth.srcunchanged

. eth.dstunchanged

. eth.type = 0x0806

. arp.op = 1(ARP request)

. arp.shacopied frometh.src

. arp.spacopied fromip4.src

. arp.tha = 00:00:00:00:00:00
. arp.tpa copied fromip4.dst

The ARP packet has the same VLAN headany, as he IP packet it replaces.

Prerequisite: ip4
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get_arp(P, A);
Parameters: logical port string fieldP, 32-bit IP address field.

Looks upA in P’'s mac binding table. If an entry is found, stores its Ethernet address in
eth.dst, otherwise store80:00:00:00:00:00n eth.dst

Example: get_arp(outport, ip4.dst);

put_arp(P, A, E);
Parameters: logical port string field®, 32-bit IP address field, 48-bit Ethernet address
field E.

Adds or updates the entry for IP addrésis logical portP’s mac binding table, setting
its Ethernet address B

Example: put_arp(inport, arp.spa, arp.sha);

nd_na {actior ... };
Temporarily replaces the IPv6 neighbor solicitation gadkeing processed by an IPv6
neighbor advertisement (NA) packet anggeites each nestexttion on the M\ packet.
Actions following thend_naaction, if aly, goply to the original, unmodified packet.

The NA packet that this action operates on is initialized based on the IPv6 packet being
processed, as folles. These are default values that the nested actions will probabty w

to change:

. eth.dstexchanged witheth.src

. eth.type = 0x86dd

. ip6.dst copied fromip6.src

. ip6.src copied fromnd.target

. icmp6.type = 136(Neighbor Advertisement)
. nd.target unchanged

. nd.sll = 00:00:00:00:00:00

. nd.tll copied frometh.dst

The ND packet has the same VLAN headeany, as he IPv6 packet it replaces.
Prerequisite: nd_ns

get_nd@, A);
Parameters: logical port string fieldP, 128-bit IPv6 address field.

Looks upA in P’'s mac binding table. If an entry is found, stores its Ethernet address in
eth.dst, otherwise store§0:00:00:00:00:00n eth.dst

Example: get_nd(outport, ip6.dst);

put_nd(P, A, E);
Parameters: logical port string fieldP, 128-bit IPv6 address field, 48-bit Ethernet
address field.

Adds or updates the entry for IPv6 addrass logical portP’s mac binding table, setting
its Ethernet address B

Example: put_nd(inport, nd.target, nd.tll);

R = put_dhcp_opts©1=V1, D2=V2, ..., Dn=Vn);
Parameters: one or more DHCP option/value pairs, which must includeotierip
option (with code 0).

Result stored to a 1-bit subfielR.

Open vSwitch 2.8.90 DB Schema 1.15.0 17



ovn-sb(5) OpevSwitch Manual ovn-sb(5)

Valid only in the ingress pipeline.

When this action is applied to a DHCP request paRHCPDISCOVER or DHCPRE-
QUEST), it changes the packet into a DHCP reply (DHCPOFFER or BBRPrespec-
tively), replaces the options by those specified as parameters, and stoRes 1 in

When this action is applied to a non-DHCP packet or a DHCPepablat is not
DHCPDISCOVER or DHCPREQUESTE leaves the packet unchanged and stores R.in

The contents of thBHCP_Option table control the DHCP option names and values that
this action supports.

Example: reg0[0] = put_dhcp_opts(offerip = 10.0.0.2, router = 10.0.0.1, netmask =
255.255.255.0, dns_sesr ={8.8.8.8, 7.7.7.7});

R = put_dhcpv6_optsP1=V1, D2=V2 ..,Dn=Vn);
Parameters: one or more DHCPV6 option/value pairs.

Result stored to a 1-bit subfiell.
Valid only in the ingress pipeline.

When this action is applied to a DHCPv6 request packet, it changes the packet into a
DHCPvV6 replyreplaces the options by those specified as parameters, and stoRes 1 in

When this action is applied to a non-DHCPv6 packet or aaidnDHCPv6 request
packet , it leaes the packet unchanged and stores R.in

The contents of thBHCPv6_Optionstable control the DHCPv6 option names aatt v
ues that this action supports.

Example: regO[3] = put_dhcpv6 opts(ia_addr = aef0::4, seer_id =
00:00:00:00:10:02, dns_seer={ae70::1,ae70::2});

set_queuequeue_numbér
Parameters: Queue numbequeue_numbein the range 0 to 61440.

This is a logical equalent of the OpenFlo set_queueaction. It affects packets that
egess a Wpervisor through a physical interface. For nonzgueue_numbeiit config-
ures packt queuing to match the settings configured for Hwet Binding with
options:qdisc_queue_idmatchingqueue_numbeihenqueue_numbeis zero, it resets
gueuing to the default strategy.

Example: set_queue(10);

ct_lb;

ct_Ib(ip[:port]...);
With one or more gumentsct_Ib commits the paak to the connection tracking table
and DNATs the packt's destination IP address (and port) to the IP address or addresses
(and optional ports) specified in the string. If multiple comma-separated IP addresses are
specified, each isgn equal weight for picking the DATI address. Processing automati-
cally moves on to he next table, as ifiext; were specified, and later tables act on the
paclet as modified by the connection trackConnection tracking state is scoped by the
logical port when the action is used in awfldor a logical switch, so w@rlapping
addresses may be used. Connection tracking state is scoped by the logical topology when
the action is used in a ¥lofor a router.

Without agumentsct_|b sends the paeit to the connection tracking table té&\Nthe

paclets. If the packet is part of an established connection that waeysly committed
to the connection tracker vi_Ib(...), it will automatically get DMTed to the same IP
address as the first packet in that connection.

R = dns_lookup();
Parameters: No parameters.
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Result stored to a 1-bit subfiell.
Valid only in the ingress pipeline.

When this action is applied to a valid DNS request (a UDP packet typically directed to
port 53), it attempts to res@vhe query using the contents of fDBIS table. If it is suc-
cessful, it changes the p&tknto a DNS reply and stores 1Rnlf the action is applied

to a non-DNS packet, anvidid DNS request packet, or a valid DNS request for which
the DNS table does not supply an answiefeaves the packet unchanged and stores 0O in

R.

Regardless of success, the action does notevaal of the changes to the flothat are
necessary to direct the patkack to the requestéhe logical pipeline can implement
this behavior with matches and actions in later tables.

Example: reg0[3] = dns_lookup();
Prerequisite: udp

log(key=valug ...);
Causesvn—controller to log the packt on the chassis that processesatket logging
currently uses the same logging mechanism as other Open vSwitch/ahth€ssages,
which means that whether and where log messages appear depends on the local logging
configuration that can be configured wavs—appctl, etc.

Thelog action takes zero or more of the followingykvalue pair arguments that control
what is logged:

name=string
An optional name for the ACL. Thadringis currently limited to 64 bytes.

severity=level
Indicates the serity of the event. Thelevelis one of follaving (from more to
less serious)alert, warning, notice, info, or debug If a severity is not pro-
vided, the default i;fo.

verdict=value
The verdict for packets matching thewiloThe value must be one aflow,
deny, or reject.

The following actions will likely be useful latdmut they havenot been thought out carefully.

icmp4 { action; ... };
Temporarily replaces the IPv4 packet being processed by an ICMPvédt gack&ecutes
each nestedction on the ICMPv4 packet. Actions following themp4 action, if ary,
apply to the original, unmodified packet.

The ICMPv4 packet that this action operates on is initialized based on the IPwt pack
being processed, as follows. These are defallieg that the nested actions will probably
want to change. Ethernet and IPv4 fields not listed here are not changed:

. ip.proto = 1 (ICMPv4)

. ip.frag = 0 (not a fragment)

. icmp4.type = 3(destination unreachable)
. icmp4.code = 1(host unreachable)
Details TBD.

Prerequisite: ip4

tcp_reset;
This action transforms the current TCP packet according to the following pseudocode:
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if (tcp.ack) {
tcp.seq = tep.ack;

}else {
tcp.ack = tcp.seq + length(tcp.payload);
tcp.seq = 0;

}

tcp.flags = RST;

Then, the action drops all TCP options and payload data, and updates the TCP checksum.
Details TBD.

Prerequisite: tcp

external_ids : stage-nameoptional string
Human-readable name for this fleangage in the pipeline.

external_ids : stage-hint optional string, containing an uuid
UUID of a OVN_Northbound record that caused this logicalvildo be aeated. Currently used
only for attribute of logical flows to northboudd L records.

external_ids : source optional string
Source file and line number of the code that added thstdi¢che pipeline.

Common Columns:

The overall purpose of these columns is described u@enmon Columnsat the beginning of this docu-
ment.

external_ids map of string-string pairs
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Multicast_Group TABLE
The raws in this table define multicast groups of logical ports. Multicast groups altingle packet trans-
mitted over a tunnel to a hypervisor to be dedied to multiple VMs on thatypervisor which uses band-
width more efficiently.

Each rav in this table defines a logical multicast group numbénedel_key within datapath, whose log-
ical ports are listed in thgorts column.

Summary:

datapath Datapath_Binding

tunnel_key integer in range 32,768 to 65,535

name string

ports set of 1 or more weak referenceRart_Binding s
Details:

datapath: Datapath_Binding
The logical datapath in which the multicast group resides.

tunnel_key: integerin range 32,768 to 65,535
The value used to designate this logiggiess port in tunnel encapsulations. An nflerces the
key to be wique within thedatapath. The unusual range ensures that multicast group IDs do not
overlap with logical port IDs.

name string
The logical multicast group’rame. An indg forces the name to be unique within tregapath.
Logical flows in the ingress pipeline may output to the group just as ferdodl logical ports, by
assigning the group’mame tooutport and eecuting anoutput action.

Multicast group names and logical port names share a single namespace and thus sheasld not o
lap (ut the database schema cannot enforce thes)ryTto avoid conflicts, ovn—northd uses
names that begin withMC_.

ports: set of 1 or more weak referenceRort_Binding s
The logical ports included in the multicast group. All of these ports must be datdgath logi-
cal datapath (but the database schema cannot enforce this).
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Datapath_Binding TABLE
Each rav in this table represents a logical datapath, which implements a logical pipeline among the ports in
the Port_Binding table associated with it. In practice, the pipeline inverglogical datapath implements
either a logical switch or a logical router.

The main purpose of awoin this table is preide a physical binding for a logical datapath. A logical data-
path does not lva a fysical location, so its pisical binding information is limited: justinnel_key. The
rest of the data in this table does not affect packet forwarding.

Summary:
tunnel_key integer in range 1 to 16,777,215 (must be unique
within table)
OVN_Northbound Relationship:
external_ids : logical-switch optional string, containing an uuid
external_ids : logical-router optional string, containing an uuid
Naming:
external_ids : name optional string
external_ids : name2 optional string
Common Columns:
external_ids map of string-string pairs

Details:
tunnel_key. integerin range 1 to 16,777,215 (must be unique within table)
The tunnel ky value to which the logical datapath is bound. Thanel Encapsulationsection in
ovn—architecture(7) describes he tunnel leys ae constructed for each supported encapsulation.

OVN_Northbound Relationship:

Each rov in Datapath_Binding is associated with some logical datapatm—northd uses thesedys to
track the association of a logical datapath with concepts i@¥i_Northbound database.

external_ids : logical-switch optional string, containing an uuid
For a logical datapath that represents a logical switeh;-northd stores in this &y the UUID of
the correspondingogical_Switchrow in the OVN_Northbound database.

external_ids : logical-router. optional string, containing an uuid
For a logical datapath that represents a logical rooter—northd stores in this &y the UUID of
the correspondingogical_Router row in the OVN_Northbound database.

Naming:

ovn—northd copies these from the name fields in @&N_Northbound database, either fromame and
external_ids:neutron:router_name in the Logical_Router table or fromname and external_ids:neu-
tron:network_name in thelLogical_Switchtable.

external_ids : name optional string
A name for the logical datapath.

external_ids : name2 optional string
Another name for the logical datapath.

Common Columns:

The overall purpose of these columns is described u@enmon Columnsat the beginning of this docu-
ment.

external_ids map of string-string pairs
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Port_Binding TABLE
Each rev in this table binds a logical port to a realizationr Fhost logical ports, this means binding to
some physical location, foxample by binding a logical port to a VIF that belongs to a VM running on a
particular lypervisor Other logical ports, such as logical patch ports, can be realized without a specific
physical location, but their bindings are still expressed through rows in this table.

For every Logical_Switch_Port record inOVN_Northbound databasepvn—northd creates a record in
this table.ovn—northd populates and maintainseey column except thehassiscolumn, which it leges

empty in ngv records.

ovn—controller/ovn—controller-vtep populates thehassiscolumn for the records that identify the logical
ports that are located on itggervisor/gateray, which ovn—controller/ovn—controller-vtep in turn finds

out by monitoring the localyipervisors Open_vSwitch database, which identifies logical ports via the con-
ventions described ifntegrationGuide.rst. (The exceptions are fdPort_Binding records withtype of
I3gateway, whose locations are identified lmyn—northd via the options:I3gateway—-chassigolumn in

this table.ovn—controller is still responsible to populate thkassiscolumn.)

When a chassis shuts down gracefutighould clean up thehassiscolumn that it previously had popu-
lated. (This is not critical because resources hosted on the chassis are equally unre@ehdlbkes ref
whether their ravs are present.)olhandle the case where a VM is shut down abruptly on one chassis, then
brought up again on a €&fent one pvn-controller/ovn—controller-vtep must werwrite thechassiscol-

umn with n&v information.

Summary:

Core Features:
datapath
logical_port
chassis
gateway_chassis
tunnel_key
mac
type
Patch Options:
options : peer
nat_addresses
L3 Gateway Options:
options : peer
options : I3gateway-chassis
options : nat-addresses
nat_addresses
Localnet Options:
options : network_name
tag
L2 Gateway Options:
options : network_name
options : I2gateway-chassis
tag
VTEP Options:
options : vtep-physical-switch
options : vtep-logical-switch
VMI (or VIF) Options:
options : requested-chassis
options : qos_max_rate
options : qos_burst
options : gdisc_queue_id

Open vSwitch 2.8.90
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string (must be unique within table)
optional weak reference @hassis
set ofGateway_Chassis

integer in range 1 to 32,767

set of strings

string

optional string
set of strings

optional string
optional string
optional string
set of strings

optional string
optional integerin range 1 to 4,095

optional string
optional string
optional integerin range 1 to 4,095

optional string
optional string

optional string

optional string

optional string

optional string, containing an iger, in range 1 to
61,440
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Chassis Redirect Options:

options : distributed-port optional string

options : redirect-chassis optional string
Nested Containers:

parent_port optional string

tag optional integerin range 1 to 4,095
Naming:

external_ids : name optional string
Common Columns:

external_ids map of string-string pairs

Details:
Core Features:

datapath: Datapath_Binding
The logical datapath to which the logical port belongs.

logical_port: string (must be unique within table)
A logical port, taken frormamein the OVN_Northbound databasé’ogical_Switch_Port table.
OVN does not prescribe a particular format for the logical port ID.

chassis optional weak reference ©hassis
The meaning of this column depends on the value ofyie column. This is the meaning for
eachtype

(empty string)
The physical location of the logical porto &uccessfully identify a chassis, this column
must be &Chassisrecord. This is populated m¥n—controller.

vtep  The physical location of the hardware_vtexieyay. To successfully identify a chassis,
this column must be @hassisrecord. This is populated lown—controller-vtep.

localnet
Always empty A localnet port is realized orvery chassis that has connedf to the
corresponding physical network.

localport
Always empty A localport port is present onegy chassis.

[3gatavay
The plysical location of the L3 @evay. To successfully identify a chassis, this column
must be &Chassisrecord. This is populated lmpvn—controller based on the value of the
options:l3gateway—chassisolumn in this table.

[2gatevay
The physical location of this L2atpvay. To successfully identify a chassis, this column

must be &Chassisrecord. This is populated lmpvn—controller based on the value of the
options:l2gateway—chassisolumn in this table.

gateway_chassisset of Gateway_Chassis
A list of Gateway Chassis

This should only be populated for ports wiyipe set tochassisredirect This column defines the
list of chassis used as gatg's where traffic will be redirected through.

tunnel_key. integerin range 1 to 32,767
A number that represents the logical port in teg ke.g. STT ey a Genere TLV) field carried
within tunnel protocol packets.

The tunnel ID must be unique within the scope of a logical datapath.
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mac: set of strings
The Ethernet address or addresses used as a source address on the logical port, each in the form
XXXXXXXXXXxX. The stringunknown is also allowed to indicate that the logical port has an
unknown set of (additional) source addresses.

A VM interface would ordinarily hae a éngle Ethernet address. Aatpvay port might initially
only have unknown, and then add M& addresses to the set as it learn& seurce addresses.

type: string
A type for this logical port. Logical ports can be used to model other types of ceitpécto an
OVN logical switch. The following types are defined:

(empty string)
VM (or VIF) interface.

patch One of a pair of logical ports that act as if connected by a patch cable. Useful for connect-
ing two logical datapaths, e.g. to connect a logical router to a logical switch or to another
logical router.

[3gateway
One of a pair of logical ports that act as if connected by a patch cable across multiple
chassis. Useful for connecting a logical switch with a @ageouter (which is only resi-
dent on a particular chassis).

localnet
A connection to a locally accessible network from eawai-controller instance. A logi-
cal switch can only hee a éngle localnet port attached. This is used to model direct con-
nectivity to an existing network.

localport
A connection to a local VIFTraffic that arrves on alocalport is never forwarded wer a
tunnel to another chassis. These ports are presenteon ehassis and la the same
address in all of them. This is used to model corvigctio local services that run on
evay hypervisor.

[2gateway
An L2 connection to a physical network. The chassisRbis Binding is bound to will
serne as an L2 gtevay to the network named bgptions:network_name

vtep A port to a logical switch on a VTEPatpvay chassis. In order to get this port correctly
recognized by the OVN controller the optionsivtep—physical-switch and
options:vtep-logical-switchmust also be defined.

chassisredirect
A logical port that represents a particular instance, bound to a specific chassis, of an oth-
erwise distributed parent port (e.g. of tygch). A chassisredirectport should neer be
used as aimport. When an ingress pipeline sets thatport, it may set the value to a
logical port of typechassisredirect This will cause the packet to be directed to a specific
chassis to carry out the egress pipeline. At thggnioéng of the egress pipeline, that-
port will be reset to the value of the distributed port.

Patch Options:
These options apply to logical ports wittpe of patch.

options : peer. optional string
The logical_port in the Port_Binding record for the other side of the patch. The nathogd
cal_port must specify thisogical_port in its avn peer option. That is, the tevpatch logical ports
must hae revasedlogical_port andpeervalues.

nat_addressesset of strings
MAC address followed by a list of SN and DNAT external IP addresses, followed Isy chas-
sis_resident('Iport”) , wherelport is the name of a logical port on the same chassis where the
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corresponding NT rules are applied. This is used to send gratuitous ARPs fAF &hd DNAT
external IP addresses vidocalnet, from the chassis wherdport resides. Example:
80:fa:5b:06:72:b7 158.36.44.22 158.36.44.24 is_chasssident("fool"). This would result in
generation of gratuitous ARPs for IP addresses 158.36.44.22 and 158.36.44.24 witG a MA
address of 80:fa:5b:06:72:b7 from the chassis where the logical port "fool" resides.

L3 Gateway Options:
These options apply to logical ports wittpe of I3gateway.

options : peer. optional string
The logical_port in the Port_Binding record for the other side of thé8gatavay’ port. The
namedogical_port must specify thisogical_port in its ovn peeroption. That is, the ta’I3gate-
way’ logical ports must hze revesedlogical_port andpeer vaues.

options : I3gateway-chassiptional string
Thechassisn which the port resides.

options : nat-addressesoptional string
MAC address of thé3gatewayport followed by a list of ST and DNAT external IP addresses.
This is used to send gratuitous ARPs forA3Nand DNAT external IP addresses viacalnet
Example:80:fa:5b:06:72:b7 158.36.44.22 158.36.44.ZFhis would result in generation of gratu-
itous ARPs for IP addresses 158.36.44.22 and 158.36.44.24 with @ &dillress of
80:fa:5b:06:72:b7. This is used in OVS versions prior to 2.8.

nat_addressesset of strings
MAC address of thé3gatewayport followed by a list of ST and DNAT external IP addresses.
This is used to send gratuitous ARPs forA3Nand DNAT external IP addresses viacalnet
Example:80:fa:5b:06:72:b7 158.36.44.22 158.36.44.ZFhis would result in generation of gratu-
itous ARPs for IP addresses 158.36.44.22 and 158.36.44.24 with @ &dillress of
80:fa:5b:06:72:b7. This is used in OVS version 2.8 and later versions.

Localnet Options:
These options apply to logical ports witipe of localnet.

options : network_name optional string
Required.ovn—controller uses the configuration entoyn-bridge—mappingsto determine ho
to connect to this netwk. ovn—bridge—mappingsis a list of network names mapped to a local
OVS tridge that provides access to that network. An example of configovimgbridge—map-
pingswould be: .IP
$ ovs-vsctl set open . external-ids:ovn-bridge—-mappings=physnetl:br-eth0,physnet2:br-ethl

When a logical switch has lacalnet port attached, wery chassis that may e a bcal vif
attached to that logical switch musthaa idge mapping configured to reach thlatalnet Traf-
fic that arrves on alocalnet port is n@er forwarded wer a tunnel to another chassis.

tag: optional integerin range 1 to 4,095
If set, indicates that the port represents a connection to a specific VLAN on a locally accessible
network. The VLAN ID is used to match incoming traffic and is also added to outgoing traffic.

L2 Gateway Options:
These options apply to logical ports wittpe of I2gateway.

options : network_name optional string
Required.ovn—controller uses the configuration entoyn-bridge—mappingsto determine ho
to connect to this netwwk. ovn—bridge—mappingsis a list of network names mapped to a local
OVS tridge that provides access to that network. An example of configovimgbridge—map-
pingswould be: .IP
$ ovs-vsctl set open . external-ids:ovn-bridge—-mappings=physnet1:br-eth0,physnet2:br-ethl
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When a logical switch hasl2gatewayport attached, the chassis that ibgatewayport is bound
to must hae a lsidge mapping configured to reach the network identifieddiywork _name

options : I2gateway-chassiptional string
Required. Thehassisn which the port resides.

tag: optional integerin range 1 to 4,095
If set, indicates that theatpvay is connected to a specific VLAN on the physical network. The
VLAN ID is used to match incoming traffic and is also added to outgoing traffic.

VTEP Options:
These options apply to logical ports witipe of vtep.

options : vtep-physical-switch optional string
Required. The name of the VTEP gadg.

options : vtep-logical-switch optional string
Required. A logical switch name connected by the VTERP\gsteViust be set whetype is vtep.

VMI (or VIF) Options:
These options apply to logical ports witipe having (empty string)

options : requested-chassiptional string
If set, identifies a specific chassis (by nhame) that is allowed to bind this port. Using this option will
prevent thrashing between twchassis trying to bind the same port duringva liigration. It can
also preent similar thrashing due to a mis-configuration, if a port is accidentally created on more
than one chassis.

options : qos_max_rateoptional string
If set, indicates the maximum rate for data sent from this interface, in bit/s. The traffic will be
shaped according to this limit.

options : qos_burst optional string
If set, indicates the maximum burst size for data sent from this interface, in bits.

options : gdisc_queue_idoptional string, containing an integén range 1 to 61,440
Indicates the queue number on the physical device. This is sameqeetiee idused in Open-
Flow in struct ofp_action_enqueue

Chassis Redirect Options:
These options apply to logical ports witipe of chassisredirect

options : distributed-port: optional string
The name of the distributed port for which tlukassisredirect port represents a particular
instance.

options : redirect-chassisoptional string
The chassisthat thischassisredirectport is bound to. This is taken frooptions:redirect-chassis
in the OVN_Northbound databasé&'sgical_Router_Porttable.

Nested Containers:

These columns support containers nested within a VM. Specifitej)yare used whetype is empty and
logical_port identifies the integfce of a container spawned inside a VM.yTae empty for containers or
VMs that run directly on a hypervisor.

parent_port: optional string
This is taken fronparent_namein the OVN_Northbound databasésgical_Switch_Porttable.

tag: optional integerin range 1 to 4,095
Identifies the VLAN tag in the network traffic associated with that containetivork interface.

This column is used for a different purpose whge is localnet (seeLocalnet Options, above)
or |2gateway(seel.2 Gateway Options above).

Open vSwitch 2.8.90 DB Schema 1.15.0 27



ovn-sb(5) OpevSwitch Manual ovn-sb(5)

Naming:

external_ids : name optional string
For a logical switch portovn—northd copies this fromexternal_ids:neutron:port_namein the
Logical_Switch_Porttable in the OVN_Northbound database, if it is a nonempty string.

For a logical switch portpvn—northd does not currently set thigk
Common Columns:

external_ids map of string-string pairs
SeeExternal IDs at the beginning of this document.

The ovn—northd program populates this column with all entries intogkternal_ids column of
theLogical_Switch_Porttable of theOVN_Northbound database.
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MAC_Binding TABLE
Each raov in this table specifies a binding from an IP address to an Ethernet address that has been disco
ered through ARP (for IPv4) or neighbor digety (for IPv6). This table is primarily used to disepbind-
ings on physical netarks, because IP-to-M2 bindings for virtual machines are usually populated stati-
cally into thePort_Binding table.

This table expresses a functional relationskipC_Binding (logical_port, ip) = mac.

In outline, the lifetime of a logical routsrMAC binding looks lile this:

On typervisor 1, a logical router determines that a packet should be forwarded to IP Address
on one of its router ports. It uses its logicahflmble to determine that lacks a static IP-to-
MAC binding and theget_arp action to determine that it lacks a dynamic IP-to-®bind-

ing.
Using an OVN logicalrp action, the logical router generates and sends a broadcast ARP
request to the router port. It drops the IP packet.

The logical switch attached to the router port\sedi the ARP request to all of its ports. (It
might male ®nse to delier it only to ports that hae ro gatic IP-to-MAC bindings, but this
could also be surprising behavior.)

A host or VM on hypervisor 2 (which might be the sameygetvisor 1) attached to the logi-
cal switch evns the IP address in question. It composes an ARP reply and unicasts it to the
logical router pors Bhernet address.

The logical switch delers the ARP reply to the logical router port.

The logical router fiw table ececutes aput_arp action. D record the IP-to-M& binding,
ovn—controller adds a rav to the MAC_Binding table.

On hypervisor 1pvn—controller receves the updatedMAC_Binding table from the @N
southbound database. The next packet destinAdhmugh the logical router is sent directly
to the bound Ethernet address.

string
string
string
Datapath_Binding

string

The logical port on which the binding was dige®d.

The bound IP address.

1.
2.
3.
4,
7.
Summary:
logical_port
ip
mac
datapath
Details:
logical_port:
ip: string
mac: string

The Ethernet address to which the IP is bound.

datapath: Datapath_Binding
The logical datapath to which the logical port belongs.
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DHCP_Options TABLE
Each rov in this table stores the DHCP Options supported byea&i/N DHCP. ovn—northd populates
this table with the supported DHCP optioogn—controller looks up this table to get the DHCP codes of
the DHCP options defined in the "put dhcp_opts" action. Please refer to the RFC 2132
"https:/itools.ietf.org/html/rfc2132" for the possible list of DHCP options that can be defined here.

Summary:
name string
code integer in range 0 to 254
type string, one ofool, ipv4, static_routes str, uint16,
uint32, or uint8
Details:
name string

Name of the DHCP option.
Example. name="router"

code integerin range 0 to 254
DHCP option code for the DHCP option as defined in the RFC 2132.

Example. code=3

type: string, one otbool, ipv4, static_routes str, uint16, uint32, or uint8
Data type of the DHCP option code.

value: bool
This indicates that the value of the DHCP option is a bool.

Example. "name=ip_forward_enable", "code=19", "type=bool".
put_dhcp_opts(..., ip_forward_enable =1,...)

value: uint8
This indicates that the value of the DHCP option is an unsigned int8 (8 bits)

Example. "name=default_ttl", "code=23", "type=uint8".
put_dhcp_opts(..., default_ttl = 50,...)

value: uint16
This indicates that the value of the DHCP option is an unsigned int16 (16 bits).

Example. "name=mtu", "code=26", "type=uint16".
put_dhcp_opts(..., mtu = 1450,...)

value: uint32
This indicates that the value of the DHCP option is an unsigned int32 (32 bits).

Example. "name=lease_time", "code=51", "type=uint32".
put_dhcp_opts(..., lease_time = 86400,...)

value: ipv4
This indicates that the value of the DHCP option is an IPv4 address or addresses.

Example. "name=router”, "code=3", "type=ipv4".
put_dhcp_opts(..., router = 10.0.0.1,...)

Example. "name=dns_server", "code=6", "type=ipv4".
put_dhcp_opts(..., dns_server ={8.8.8.8 7.7.7.7},...)

value: static_routes
This indicates that thealue of the DHCP option contains a pair of IPv4 route axd ne
hop addresses.
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Example. "name=classless_static_route", "code=121", "type=static_routes".
put_dhcp_opts(..., classless_static_route = {30.0.0.0/24,10.0.0.4,0.0.0.0/0,10.0.0.1}...)

value: str
This indicates that the value of the DHCP option is a string.

Example. "name=host_name", "code=12", "type=str".

Open vSwitch 2.8.90 DB Schema 1.15.0 31



ovn-sb(5) OpevSwitch Manual ovn-sb(5)

DHCPv6_Options TABLE
Each rov in this table stores the DHCPv6 Options supported byen&@/N DHCPv6.ovn—northd popu-
lates this table with the supported DHCPvV6 opti@va—controller looks up this table to get the DHCPv6
codes of the DHCPv6 options defined in the_dhcpv6_optsaction. Please refer to RFC 3315 and RFC
3646 for the list of DHCPV6 options that can be defined here.

Summary:
name string
code integer in range 0 to 254
type string, one ofpv6, mac, or str
Details:
name string

Name of the DHCPv6 option.
Example. name="ia_addr"

code integerin range 0 to 254
DHCPv6 option code for the DHCPV6 option as defined in the appropriate RFC.

Example. code=3

type: string, one ofipv6, mac, or str
Data type of the DHCPv6 option code.

value: ipv6
This indicates that the value of the DHCPvV6 option is an IPv6 address(es).
Example. "name=ia_addr", "code=5", "type=ipv6".
put_dhcpv6_opts(..., ia_addr = ae70::4,...)

value: str
This indicates that the value of the DHCPV6 option is a string.

Example. "name=domain_search", "code=24", "type=str".
put_dhcpv6_opts(..., domain_search = ovn.domain,...)

value: mac
This indicates that the value of the DHCPvV6 option is aO0Médress.

Example. "name=server_id", "code=2", "type=mac".
put_dhcpv6_opts(..., server_id = 01:02:03:04L05:06,...)
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Connection TABLE
Configuration for a database connection to an Open vSwitch database (OVSDB) client.

This table primarily configures the Open vSwitch database semnssit(—sewer).

The Open vSwitch database sarean initiate and maintain aetimnnections to remote clients. It can also
listen for database connections.

Summary:

Core Features:
target string (must be unique within table)
read_only boolean
role string

Client Failure Detection and Handling:
max_backoff optional integerat least 1,000
inactivity _probe optional integer

Status:
is_connected boolean
status : last_error optional string
status : state optional string, one oACTIVE , BACKOFF, CON-

NECTING, IDLE, or VOID

status : sec_since_connect optional string, containing an integet least 0
status : sec_since_disconnect optional string, containing an integet least 0
status : locks_held optional string
status : locks_waiting optional string
status : locks_lost optional string
status : n_connections optional string, containing an integet least 2
status : bound_port optional string, containing an integer

Common Columns:
external_ids map of string-string pairs
other_config map of string-string pairs

Details:

Core Features:

target: string (must be unique within table)
Connection methods for clients.

The following connection methods are currently supported:

sslip[:porf]
The specified SSiport on the host at the \gn ip, which must be expressed as an IP
address (not a DNS name). Alid SSL configuration must be provided when this form is
used, this configuration can be specified via command-line options 86thiable.

If portis not specified, it defaults to 6640.
SSL support is an optional feature that is natags built as part of Open vSwitch.

tcp:ip[:port]
The specified TCRPort on the host at the wgn ip, which must be xpressed as an IP
address (not a DNS name), whgrean be IPv4 or IPv6 addressigfis an IPv6 address,
wrap it in square brackets, etgp:[::1]:6640.

If portis not specified, it defaults to 6640.

pssl{port][:ip]
Listens for SSL connections on the specified POR. Specify 0 forportto have te ler-
nel automatically choose arvalable port. If ip, which must be expressed as an IP
address (not a DNS name), is specified, then connections are restricted to the specified
local IP address (either IPv4 or IPv6 addressip s an IPv6 address, wrap in square
braclets, e.gpssl:6640:[::1]. If ip is not specified then it listens only on IPv4 (but not
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IPv6) addresses. A valid SSL configuration must bgigea when this form is used, this
can be specified either via command-line options oEietable.

If portis not specified, it defaults to 6640.
SSL support is an optional feature that is natags built as part of Open vSwitch.

ptep:[port][:ip]
Listens for connections on the specified T@t. Specify O forport to have the kernel
automatically choose arvailable port. Ifip, which must be expressed as an IP address
(not a DNS name), is specified, then connections are restricted to the specified local IP
address (either IPv4 or IPv6 address)plis an IPv6 address, wrap it in square beask
e.g.ptcp:6640:[::1]. If ip is not specified then it listens only on IPv4 addresses.

If portis not specified, it defaults to 6640.

When multiple clients are configured, ttagget vaues must be unique. Duplicatarget values
yield unspecified results.

read_only: boolean
true to restrict these connections to read-only transactialsgto allov them to modify the data-
base.

role: string
String containing role name for this connection entry.

Client Failure Detection and Handling:

max_backoff. optional integerat least 1,000
Maximum number of milliseconds to wait between connection attemptaulDéd implementa-
tion-specific.

inactivity _probe: optional integer
Maximum number of milliseconds of idle time on connection to the client before sending an inac-
tivity probe message. If Open vSwitch does not communicate with the client for the specified
number of seconds, it will send a probe. If a response is novegder the same additional
amount of time, Open vSwitch assumes the connection has been broken and attempts to reconnect.
Default is implementation-specific. A value of 0 disables inactivity probes.

Status:

Key-value pair ofis_connectedis aways updated. Otherely-value pairs in the status columns may be
updated depends on tteget type.

Whentarget specifies a connection method that listens for inbound connectionpt@g.or punix:),
bothn_connectionsandis_connectedmay also be updated while the remainimy-kalue pairs are omit-
ted.

On the other hand, whemrget specifies an outbound connection, alvalue pairs may be updated,
except the abee-mentioned tw key-value pairs associated with inbound connection targety. &bemit-
ted.

is_connectedboolean
true if currently connected to this clieriglse otherwise.

status : last_error: optional string
A human-readable description of the last error on the connection to the managstr-i.e.
error(errno) . This key will exist only if an error has occurred.

status : state optional string, one aACTIVE , BACKOFF, CONNECTING, IDLE, or VOID
The state of the connection to the manager:

VOID Connection is disabled.
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BACKOFF
Attempting to reconnect at an increasing period.

CONNECTING
Attempting to connect.

ACTIVE
Connected, remote host respeBsi

IDLE Connection is idle. Waiting for response to keepeali
These values may change in the future.yTdne provided only for human consumption.

sec_since_conneatptional string, containing an integet least 0
The amount of time since this client last successfully connected to the database (in sealusds). V
is empty if client has rver successfully been connected.

: sec_since_disconneaiptional string, containing an integeat least 0

The amount of time since this client last disconnected from the database (in secahuds)sV
empty if client has ner disconnected.

locks_held optional string
Space-separated list of the names of OVSDB locks that the connection holds. Omitted if the con-
nection does not hold ghocks.

locks_waiting optional string
Space-separated list of the names of OVSDB locks that the connection is curatitlg 1o
acquire. Omitted if the connection is not waiting foy &ocks.

locks_lostoptional string
Space-separated list of the names ¥SDB locks that the connection has had stolen by another
OVSDB client. Omitted if no locks ke been stolen from this connection.

n_connectionsoptional string, containing an integeat least 2

When target specifies a connection method that listens for inbound connectionpt@Epg.or
pssl) and more than one connection is actually\agtine value is the number of aaionnec-
tions. Otherwise, thisdy-value pair is omitted.

bound_port optional string, containing an integer

Whentarget is ptcp: or pssl;, this is the TCP port on which the OVSDB server is listening. (This
is particularly useful whetarget specifies a port of 0, allowing the kernel to chooseamailable
port.)

Common Columns:

The overall purpose of these columns is described u@enmon Columnsat the beginning of this docu-

ment.

external_ids map of string-string pairs

other_config map of string-string pairs
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SSL TABLE
SSL configuration for ovn-sb database access.
Summary:
private_key string
certificate string
ca_cert string
bootstrap_ca_cert boolean
ssl_protocols string
ssl_ciphers string
Common Columns:
external_ids map of string-string pairs
Details:

private_key: string
Name of a PEM file containing the yaie key used as the switchidentity for SSL connections to
the controller.

certificate: string
Name of a PEM file containing a certificate, signed by the certificate authority (CA) used by the
controller and managethat certifies the switch’'private key, identifying a trustworti switch.

ca_cert string
Name of a PEM file containing the CA certificate usedetdfy that the switch is connected to a
trustwortly controller.

bootstrap_ca_cert boolean
If set totrue, then Open vSwitch will attempt to obtain the CA certificate from the controller on
its first SSL connection andv&it to the named PEM file. If it is successful, it will immediately
drop the connection and reconnect, and from then on all SSL connections must be authenticated
by a certificate signed by the CA certificate thus obtaifbik option exposes the SSL connec-
tion to a man-in—-the-middle attack obtaining the initial CA certificate.It may still be useful
for bootstrapping.

ssl_protocols string
List of SSL protocols to be enabled for SSL connections. The default when this option is omitted
is TLSv1,TLSv1.1,TLSv1.2

ssl_ciphers string
List of ciphers (in OpenSSL cipher string format) to be supported for SSL connections. The
default when this option is omittedidGH:!aNULL:!MD5 .

Common Columns:

The overall purpose of these columns is described u@enmon Columnsat the beginning of this docu-
ment.

external_ids map of string-string pairs
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DNS TABLE
Each rov in this table stores the DNS records. The OVN adiilos lookupuses this table for DNS resolu-
tion.
Summary:
records map of string-string pairs
datapaths set of 1 or mor®atapath_Bindings
Common Columns:
external_ids map of string-string pairs
Details:

records: map of string-string pairs
Key-value pair of DNS records withNS query nameas the ky and a string of IP address(es)
separated by comma or space as the value.

Example: "vml.ovn.org" = "10.0.0.4 aef0::4"

datapaths set of 1 or mord>atapath_Bindings
The DNS records defined in the columeeords will be applied only to the DNS queries originat-
ing from the datapaths defined in this column.

Common Columns:

external_ids map of string-string pairs
SeeExternal IDs at the beginning of this document.
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RBAC_Role TABLE
Role table for role-based access controls.

Summary:
name string
permissions map of string-weak reference RBAC_Permission
pairs
Details:
name string

The role name, corresponding to tbée column in theConnectiontable.

permissions map of string-weak reference RBAC _Permissionpairs
A mapping of table names to rows in RBAC_Permissiontable.
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RBAC_Permission TABLE
Permissions table for role-based access controls.

Summary:
table string
authorization set of strings
insert_delete boolean
update set of strings
Details:
table: string

Name of table to which thiswoapplies.

authorization: set of strings
Set of strings identifying columns and coluneylmirs to be compared with client ID. At least
one match is required in order to be authorized. A zero-length string is treated as a apegial v
indicating all clients should be considered authorized.

insert_delete boolean
When "true", rav insertions and authorizedwaleletions are permitted.

update: set of strings

Set of strings identifying columns and coluneykpairs that authorized clients are alled to
modify.
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Gateway_Chassis TABLE
Association ofPort_Binding rows of type chassisedirect to a Chassis The traffic going out through a
specificchassisredirectport will be redirected to a chassis, or a set of them in higlahility configura-

tions.

Summary:
name string (must be unique within table)
chassis optional weak reference @hassis
priority integer in range 0 to 32,767
options map of string-string pairs
Common Columns:

external_ids map of string-string pairs
Details:

name string (must be unique within table)
Name of theGateway Chassis

A suggested, but not required namingzarion is${port_name} ${chassis_name}

chassis optional weak reference ©hassis
The Chassisto which we send the traffic.

priority : integerin range 0 to 32,767
This is the priority the specifi€hassisamong all Gatway Chassis belonging to the same
Port_Binding .

options: map of string-string pairs
Reserved for future use.

Common Columns:

The overall purpose of these columns is described u@enmon Columnsat the beginning of this docu-
ment.

external_ids map of string-string pairs
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